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Abstract

Several interesting mobile applications using sound synthesis and audio effects
processing have emerged in the last few years. As the processing power and
sensor arsenal of mobile devices has constantly increased, many of these
applications are able to turn the mobile device into a new musical instrument
with fascinating new sonic properties. This report discusses the technical
possibilities given by modern mobile platforms and reviews the state-of-the-art
applications for sound synthesis and effects processing in the mobile context.
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1. Introduction

Sound synthesis and effects processing are widely used in the current mobile
device industry. Virtually all modern mobile phones contain at least a simple
synthesizer for sonifying MIDI ringtones, while more sophisticated synthesis and
effect applications are constantly being introduced in the market. Also, modern
multi-modal interfaces can improve the usability of these applications, making
the synthesizers more intuitive to control.

The aim of this report is to review those sound synthesis and audio effect
techniques that are suitable for current mobile devices, as well as to study those
state-of-the-art mobile audio applications that relate to sound synthesis.



The following subsection lists some of the state-of-the-art mobile applications,
while Section 2 discusses the properties of modern mobile device platforms.
Various sound synthesis techniques suitable for mobile use are reviewed in
Section 3. Section 4 discusses several audio effects processing applications for
mobile usage, while gestural control issues are presented in Section 5. Section 6
presents a novel virtual air guitar application as a design example. Finally,
conclusions are drawn in Section 7.

1.1. State-of-the-art applications

Several interactive virtual instrument applications can already be found on
mobile devices. Virtual instruments, such as the piano?, PocketGuitar?, or the IR-
909 drum machine? are available for the Apple iPhone*. The iPhone’s multi-
touch screen allows the player to use familiar playing gestures in controlling the
instruments. For example, the player can fret the strings on the PocketGuitar by
positioning his fingers on the touch-screen as he or she would on a real guitar.

The Nintendo DS mobile gaming console® also offers virtual musical instruments
in the Jam Sessions videogame®, where also a guitar application, strummable by
the console’s control pen, can be found. Also, the electronic synthesizer
manufacturer Korg has recently introduced a virtual analog synthesizer DS-107,
exclusively for the Nintendo DS. Also the popular Guitar Hero videogame8 has
been released as a mobile phone application®. Instead of using an external guitar
controller, the user plays the game by pressing the numeric buttons on the
phone in the correct time instants.

Regarding sound synthesis tools and platforms, Pure Data (PD) (Puckette, 1996)
has been ported to mobile devices that support the Linux environment such as
the iPags (Geiger 2003, 2006). It utilizes the touch-screen capabilities for
controlling sound synthesis parameters. In addition, the Synthesis Toolkit (STK)
(Cook and Scavone 1999) has recently been ported to the Symbian OS as
MobileSTK (Essl and Rohs 2006). It is the first fully parametric synthesis
environment available on mobile phones.

2. Mobile platform

Mobile phones have become powerful tools. Those hi-end products which, in
addition to making phone calls, are capable of doing many of the tasks
computers do, are today called smart phones. Smart phones typically contain a

L http://moocowmusic.com/Pianist/

2 http://code.google.com/p/pocketguitar/

3 http://www.cratekings.com/iphone-ir-909-drum-machine-and-iphonesynth/
4 http://www.apple.com/iphone/

5 http://www.nintendo.com/ds

6 http://www.youtube.com/watch?v=GyaEzMGiANE

7 http://www.youtube.com/watch?v=rorBOzwR3Tc

8 http://www.guitarhero.com/

9 http://www.guitarheromobile.com/

(all above URLSs retrieved on 2008-09-14).



microphone, keypads, one or two loudspeakers, a two to five mega-pixel
video/still camera, a 3D accelerometer, Bluetooth, wireless local-area network
(WLAN) capability, GPS, color LCD display with possible touch pad capabilities
and a processor with 200-400 MHz CPU (Central Processing Unit)10. Many of
these technologies have become viable during recent years because they have
matured and the prices have dropped steadily. Figure 1 displays two state-of-
the-art mobile devices, the Apple iPhone and Nokia N95 8GB. The main
differences with these devices and laptop and tabletop computers are the
amount of memory, computation speed, and power consumption. These
differences will be highlighted throughout the report. Here we present the main
and typical features of today’s mobile phones that are relevant in interactive
mobile applications.

Figure 1: Two examples of modern mobile phones with gestural input
possibility: the Nokia N95 8GB (left) and the Apple iPhone (right).

2.1. Microphone

A mobile phone naturally has a microphone. Its fidelity is optimized for close
range recording, less than twenty centimeters. However, loud sound sources and
background noises can be captured from longer distances.

10 Some examples of such devices:

Nokia Products, http://europe.nokia.com/products
Apple - iPhone, www.apple.com/iphone/
Sony-Ericsson, http://www.sonyericsson.com/

(all above URLs retrieved on 2008-09-15).



For musical and interactive applications, live sampling and playback can be
utilized as was done for example in the Cellphone Quartet in C major, op. 24
(Wang et al, 2008). Through signal analysis, such as estimation of the
background noise level, the microphone can be used for context-aware
applications.

A significant number of current mobile devices have integrated three-
dimensional accelerometers, much for the same reason that digital cameras have
them: to automatically rotate photos between portrait and landscape
orientations. A 3D accelerometer measures the acceleration that results from
forces acting on the phone, in three dimensions, relative to the device itself. As a
direct consequence, the earth’s gravity (g) is always present in the accelerometer
readings, superimposed to the movements of the device.

The current accelerometers have a -2 g to 2 g measurement range and an 8-bit
resolution for each axis. The sampling frequency is approximately 30 Hz. As
such, the accelerometer data stream is quite limited but nevertheless sufficient
for a number of uses, e.g., in terms of activity recognition.

Accelerometers can be utilized in nearly every music application, by designing
gesture controls - a mature field of research (Camurri and Volpe 2003; Paradiso
1997; Wanderley and Depalle 2004). On the other hand, accelerometer signals
are highly useful in nonintrusive context-aware applications, because they can
provide valuable activity information without much CPU or memory usage
(Karantonis et al. 2006). Accelerometer data has also been used in a custom-
made augmented PDA device that controlled streaming audio (Tanaka 2004).

Most of the current mobile devices contain one or two integrated cameras. For
example, the Nokia N95 has a 5 megapixel camera at the back (away from the
user) and a 0.1 megapixel camera at the front (towards the user). The back
camera is used for taking photos while the front camera is for video calls. Often
the back camera is behind a lens shield, which must be opened mechanically by
the user, and which automatically launches the camera application in the device.

The cameras are capable of still and live video recording. Recent devices have
integrated flash and image processing capabilities for digital zoom, exposure,
and white balance. The images can be captured in raw RGB (Red Green Blue) and
JPEG (Joint Photographic Experts Group) formats. The CaMus system (Rohs et.
al., 2006) used mobile camera data for sound synthesis control. This is discussed
more thoroughly in Section 5.

The cameras are potentially useful for context sensitive applications as well,
provided that sufficient feature extraction and recognition is implemented at the
client device. The front camera is potentially more useful because it does not
need the user opening the camera shield. For example, with the front camera,
one could detect whether the mobile device is in a pocket or bag or whether it is
in daylight.



Many devices feature also an integrated light brightness sensor near the display.
The sensor measures the ambient brightness in the front of the phone and
adjusts the display brightness accordingly. Such a sensor lends itself naturally
also to context-aware applications.

2.4. Touch screen

Touch-screen technology provides a flexible means of input data. There are three
basic systems!! that are used to recognize a person's touch: resistive, capacitive,
and surface acoustic wave. One of the main practical differences is that a
capacitive screen does not react to a stylus whereas the other techniques do. A
capacitive screen is controlled with by using a bare finger. Multi-touch screens
enable even more complex gestures. The aforementioned PocketGuitar and Jam
Sessions are good examples of musical applications that exploit the touch screen.

2.5. Location acquisition

The location of modern mobile devices can be estimated using multiple
technologies: GPS (Global Positioning System), GSM/3G network cell
identification, and WLAN neighborhood discovery. Each of the technologies have
their strengths and weaknesses, and none is fully able to replace the others.

Indoor location cannot be obtained with GPS, but it can be estimated using
WLAN neighborhood signals. All recent mobile devices have WLAN radios built
in for wireless networking purposes, up to ranges of a hundred meters. The
WLAN neighborhood provides a useful indication of the indoor location, because
WLAN access points are often positioned statically inside buildings.

Location- and context-aware services are primary applications of location data.
However, for most practical context-sensitive applications, GPS locations may be
unnecessarily precise, especially considering the battery life with GPS reception
enabled. Further, GPS location is only available in limited scenarios, mostly only
when the user has intentionally obtained the GPS fix, e.g, by launching a
navigation software. A much less intrusive, however also less precise location
information can be computed from the mobile cell tower identifiers.

GPS based interactions have recently also been utilized in artistic applications
(Strachan et al. 2005; Tanaka et al. 2007). However, by default they do not use
onboard sonification, but use an external computer for sound generation.

2.6. Bluetooth wireless communications

Bluetooth radio technology is a standard component of mobile devices today. It
is a wireless communication protocol designed for connecting devices and
accessories in short ranges, up to 10 meters. Bluetooth!2 v1.1 and v1.2 are both

11 How do touch-screen monitors know where you're touching?
http://electronics.howstuffworks.com/question716.htm, retrieved 2008-09-15.

12 Bluetooth v1.1, IEEE Standard 802.15.1-2002, Bluetooth v1.2, IEEE Standard 802.15.1-2005.



IEEE standards. The specifications of the latter are controlled by the Bluetooth
special industry group (SIG)13.

Bluetooth neighborhood provides a useful indication of the social situation for
context-aware applications. This is because the Bluetooth devices, especially
mobile devices, are personal devices that usually indicate who is present at the
same space.

In order to develop applications exploiting gestural control of sound synthesis
and effects from mobile devices enabling tools and platforms are needed. In this
direction the EyesWeb XMI platform for eXtended Multimodal Interaction
(Camurri et al., 2007) has been recently extended with a new component,
EyesWeb Mobile, explicitly devoted to provide an interface to EyesWeb XMI from
mobile devices.

EyesWeb Mobile is an application for both desktop computers and mobile
devices running Windows Mobile operating system. In its current
implementation, EyesWeb Mobile is a user interface for the remote control of
applications running on EyesWeb XMI servers.

The EyesWeb Mobile client supports transmission to the server of the sensorial
inputs available on the mobile device it runs on (e.g., webcam, audio input,
accelerometers, GPS, etc.). It can also exploit EyesWeb XMI to perform some
processing of such data on the mobile device itself.

EyesWeb Mobile has been recently used to remotely control from a mobile
device the interactive music installation Mappe per Affetti Erranti (Camurri et al.,
2008), a first example of active listening paradigm where users, in a social
context, can navigate and mould music content through their movement and
gesture at multiple levels: from navigation in a physical space to explore the
polyphonic structure of a music piece up to affective, emotional spaces to explore
different expressive performances of the same music piece.

Figure 2 shows EyesWeb Mobile running on a mobile device (DELL Axim X51).
The server is running on the notebook on the background. In the simple example,
the notebook is connected to a webcam and the video stream is being sent to
EyesWeb Mobile via a standard WLAN connection.

13 Bluetooth special industry group, https://www.bluetooth.org/, retrieved 2008-09-15



Figure 2: EyesWeb Mobile running on a DELL Axim X51. Images are captured by
a webcam on the notebook on the background and streamed to the mobile via a
standard WLAN connection.

3. Sound synthesis

Digital sound synthesis aims to create new sounds by artificially generating
waveforms or by modifying pre-stored sound signals using computational
algorithms. This section discusses sound synthesis techniques that are not
computationally extremely demanding. Therefore, these synthesis methods
could be used in current mobile applications.

3.1 Physics-based methods

Physics-based synthesis methods create sounds by simulating the behavior of
the sounding object, i.e. the object producing the sound. This allows the synthesis
control signals and parameters to be chosen so that they have a strong
correspondence to actual physical quantities. This, in turn, often leads to
creation of synthesizers, which are intuitive and relatively easy to control. The
caveat, however, is that since the models are trying to simulate real physical
entities, their computational complexity might be overwhelming for current
mobile applications. Some computationally light physics-based sound synthesis
methods are discussed in the following. For a more thorough review on physics-
based discrete-time sound synthesis techniques, refer to (Valimaki et al. 2006).

Digital waveguide (DWG) modeling (Smith 1992) is best suited for simulating
sounding objects, which produce harmonic sounds, such as string- or wind
instruments. In practice, DWGs are implemented using delay lines with
dissipative feedback, so that an input signal circulates within the delay line and
gradually attenuates. An early string model, the Karplus-Strong algorithm
(Karplus and Strong 1983), can be seen as a first implementation of a simple
DWG string. This straightforward algorithm requires only a few operations per
sample and is generally well suited for mobile applications, although low notes
require long delay lines which often can not be implemented in mobile devices.



On the other hand, poor mobile loudspeaker performance for low notes most
likely restricts the frequencies anyway. For more information on waveguide
synthesis of string instruments, see papers by Valimaki et al. (1996) and
Karjalainen et al. (1998).

Source-filter models are based on the idea that a sounding object consists of a
source that feeds acoustic energy into the system and a filter or resonator that
colors the sound of the source. Although source-filter models do not necessarily
need to represent any physical system (consider, for example subtractive
synthesis, discussed in Section 3.2) they can be seen as a physics-based modeling
scheme for some cases, such as the human vocal-tract (Klatt 1980) or string
instrument body (Karjalainen and Smith 1996). In many cases, source-filter
models offer a computationally and conceptually simple sound synthesis
method, although the mapping between synthesis parameters and physical
quantities might be vague. Thus, source-filter models are a good candidate for
mobile sound synthesis.

In modal synthesis (Adrien 1991), the synthesizer is designed by describing the
vibrational properties of the sounding object in the frequency domain. After the
most important eigenfrequencies have been listed, the vibrating system can be
simulated using e.g. a parallel resonator bank. An input matrix, giving the
relation between the excitation location and the excited modes, is also often
defined. Modal synthesis is especially suitable for synthesizing inharmonic
sounds such as bells or gongs, since the modal frequencies can be chosen freely.
For spectrally simple sounds (e.g. 10 modes or less) modal synthesis suits also
mobile applications.

Mass-spring networks (Cadoz et al. 1983; Florens and Cadoz 1991) consider the
sounding object as a collection of point-like masses, connected together with a
set of idealized springs. Mass-spring models are particularly well suited for
sonifying objects which contain separate interacting sub-particles, such as
shakers. However, since the system is defined using local interactions between
elementary particles, imposing global rules for the behavior of the entire object
(such as tension modulation nonlinearity in strings) might be difficult.

An intuitive sound synthesis method is to play back digital recordings, sample
wavetables, from the memory. This synthesis technique is called sampling. The
length of each sample can be arbitrarily long, limited only by the memory
capacity (Roads, 1995). Figure 3 illustrates the block diagram of a typical
sampling synthesizer.

Since most musical sound waves are repetitive, an efficient synthesis method is
to store the values of a single period of a tone into memory. It is called a
wavetable. In order to reproduce the same tone, the stored wavetable is read in a
loop, again and again. A sound synthesis technique implementing these
procedures is called wavetable synthesis (Roads 1995). Although the wavetables
are usually small in size, many different wavetables can consume much memory.
Therefore data reduction must be considered. Most commonly the data



compression is implemented by differential coding, where the difference
between adjacent samples is stored (Maher 2005).

To produce tones of different pitch, the sample increment for the table look-up
must be changed. Since the fundamental frequency can be arbitrary, the sample
increment is not always an integer. The best solution to the non-integer sample
increment is to interpolate the wavetable value at the obtained position.
Interpolation can be implemented efficiently with fractional delay filters (Laakso
et al.,, 1996).

In order to produce time-varying timbres, some modifications to the wavetable
synthesis technique can be applied. In wavetable crossfading, the synthesizer
plays two wavetables simultaneously adjusting their gain over the course of an
event instead of scanning only one wavetable. In wavetable stacking, a set of
wavetables are mixed with their corresponding envelope functions (Roads,
1995). Additionally, a combination of sampling and wavetables can be utilized.
Sampling may be used for the attack while wavetable synthesis is used in the
tone’s decay phase (Yuen and Horner, 1997). Wavetable synthesis with good
sound quality is obtained by finding wavetable spectra and the associated
amplitude envelopes which provide a close fit to an original time-varying
spectrum. This can be done with a genetic algorithm or with principal
component analysis methods (Horner et al., 1993; Beauchamp and Horner,
1995), or by grouping the harmonics of the signal into separate wavetables
(Horner and Ayers, 1998).

Scanned synthesis is a related technique that can be thought as an extension of
wavetable synthesis (Verplank et al., 1998). It involves a dynamic wavetable,
from which the audio signal is read, and usually a haptic sensor, which controls
slow variations of the dynamic wavetable. For example, the wavetable can in this
case be a two-dimensional array, which contains modeled vibrations of a
membrane that is excited based on sensor data. The scanning can take place on a
circular path on the two-dimensional array. This method combines user’s
gestures and synthesis in a meaningful way and can be very useful for mobile
applications.

Prerecorded sounds Sound generator unit
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Figure 3: Block-diagram of a sampling synthesizer (adopted from (Pekonen
2007)).



Additive synthesis, as its name suggests, is based on summation of sinusoidal
components to generate a spectrally more complex waveform (Roads, 1995). In
addition, the generator may add colored (filtered) noise to the resulting signal
(Serra and Smith, 1990). In mobile applications, additive synthesis can provide
an efficient algorithm for timbres with only a very few spectral components, such
as organ sounds. For more complicated sounds, inverse FFT-based sound
generation is commonly used to alleviate the computational load (Chamberlin,
1985; Rodet and Depalle, 1992). However, the real-time computation of FFT and
inverse FFT is currently a large task for a mobile audio processor, but it may
become attractive in the future.

The term ‘subtractive synthesis’ is often used in computer music to describe
techniques that are essentially source-filter models (Roads, 1996). This process
is called subtractive synthesis, since the source signal is usually a broadband
signal or a harmonically rich waveform, which is then modified with a filter to
obtain the desired sound. Digital subtractive synthesis is nowadays called
virtual analog synthesis, when reference is made to computational methods that
imitate the sound generation principles of analog synthesizers of the 1960s and
1970s.

Subtractive synthesis is more demanding to implement using digital signal
processing techniques than is generally understood. One problem is aliasing
caused by the sampling of analog waveforms that have sharp corners, such as the
square wave or the sawtooth wave. The spectrum of such waveforms continues
infinitely high in frequency, and the signals are thus not bandlimited. Several
algorithms have been proposed to generate discrete-time versions of analog
waveforms so that aliasing is completely eliminated (Winham and Steiglitz,
1970; Moorer, 1976) or is sufficiently suppressed (Stilson and Smith, 1996;
Vilimaki and Huovilainen 2007). Another difficulty is that analog filters do not
obey the linear theory exactly: at high signal levels they generate nonlinear
distortion. This does not naturally occur in discrete-time signal processing, but it
must be implemented, for example, by using a nonlinear function (Rossum, 1992;
Huovilainen, 2004) or by describing a circuit model with nonlinear differential
equations, which are then solved using numerical methods (Civolani and
Fontana, 2008).

Frequency Modulation (FM) was not applied to audio frequencies and sound
synthesis purposes until late 1960s (Chowning, 1973). In FM synthesis, the
instantaneous phase of a sound signal is varied with a modulator signal, i.e., the
frequencies of the original waveform oscillate around their nominal values along
the modulator signal. A related modulation technique called phase modulation
(PM) is a special case of FM, or other way round. FM and PM synthesis
techniques offer a computationally efficient way of generating a wide variety of
musical sounds and are therefore attractive for mobile use.
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In a simple FM synthesizer, the amplitude ratios of the newly generated signal
components vary unevenly according to Bessel functions when the modulation
index parameter is varied. This problem can be overcome by using feedback FM
(Tomisawa, 1981). In the simplest implementation of the feedback FM
synthesizer, the frequency of a single oscillator is modulated according to its own
output. In two-oscillator feedback FM synthesizer, the feedback is used to drive
the modulator oscillator.

A recently introduced variation called adaptive FM synthesis can bring about FM
synthesis-like effects to arbitrary audio signals (Lazzarini et al., 2008). The
modulator is assisted with a pitch detector. The modulation is implemented by
varying the length of a delay line in which the input signal propagates. When
modulation is turned off, the output signal will be identical to the original signal.
Familiar sounding FM synthesis effects are obtained with non-zero values of the
modulation index.

A novel synthesis method, reminiscent of FM synthesis, is the logical synthesizer
introduced by Kleimola (2008). This synthesis method applies bitwise logical
operations (OR, AND, XOR) between two signals, and thus efficiently generates
synthetic sounds with wide spectra. Another exotic synthesis technique uses
circle maps, nonlinear algorithms that efficiently create both harmonic- and
noise-like sounds (Essl 2006).

4. Effects processing

The sound produced by electric and acoustic instruments is sometimes
considered quite dull and dry. Therefore the sound is usually processed with
additional sound effects, which brings liveliness to the plain instrument sound.
There are numerous different effects designed for creating different kinds of
expressions. However, perhaps the most commonly used effects are chorus,
flanger, phaser, reverb, and distortion.

Several typical effects processing algorithms can be implemented with a
common structure: a copy of the input signal is processed and mixed with the
input signal. The chorus effect creates an illusion of multiple simultaneous
sounds (Dattorro, 1997). A simplified implementation of chorus is called
doubling, where the original sound and its delayed copy are mixed together. This
structure is called an FIR (finite impulse response) comb filter. When more than
one delayed copy is added, each with independent, possibly time-varying delay, a
more realistic chorus effect is obtained.

Another popular effect algorithm, the flanging effect, is essentially similar to
doubling, but the delay-line length varies over time, for example by using a
sinusoidal low-frequency oscillator (Dattorro, 1997). This leads to a filter
structure similar to the chorus, and these two effects are usually implemented
with the same filter by changing the filter coefficients. Despite the
computationally efficient filter structure, the chorus and flanging effects require
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arather long delay line, which is problematic in memory limited systems. For
this reason, it may only be feasible in a mobile system to use the flanging effect
with a short delay line.

In the phasing effect, time-varying notches in the spectrum are created by mixing
allpass filtered input signals with the original signal, leading to a slightly
different sounding effect than chorus and flanging. The digital phaser can be
implemented by using second-order allpass filters in cascade (Smith, 1982). Each
allpass filter creates one notch, so the desired number of notches determines the
number of required state variables. The phasing effect is more complicated in
terms of the number of operations than flanging and chorus, but it does not
require a large delay-line memory.

Probably the most widely used nonlinear audio processing technique is that of
dynamic range compression (DRC). Basically, DRC algorithms aim to attenuate
loud signal levels, while keeping low signal levels unaffected. This results in an
audio signal with reduced dynamic range when compared to the original. Since
mobile audio devices are usually equipped with relatively low-quality
loudspeakers, applying DRC can be desirable, since the result often sounds
stronger or more coherent. This can considerably improve the intelligibility of
the signal if the listening environment is noisy, as might well be the case with
mobile devices.

However, when high-quality loudspeakers are used, DRC techniques do not fit
very well with certain type of signals. If heavy DRC is applied for acoustic
instrument music, for example, the important musical nuances will be lost.
Increasing amounts of DRC have been used in the production contemporary pop-
and rock music, leading to a situation called “loudness war”14. Digital algorithms
for obtaining DRC are discussed e.g. in the book (Zolzer, 2002).

If the instantaneous signal gain is changed too rapidly, new frequency
components are created in the signal spectrum. This phenomenon, called
nonlinear distortion, can be desirable as a special effect for example in the
electric guitar. In the simplest case, nonlinear distortion can be obtained by
applying a nonlinear function (such as hyperbolic tangent) to the signal. This
approach is called waveshaping (Le Brun 1979; Arfib 1979). The nonlinearity
can also be read from a pre-stored lookup-table (Kramer, 1989), if physical
memory requirements do not restrict this. Also more sophisticated dynamic
modeling techniques can be used for simulating real guitar tube amplifiers. For
an extensive review on digital guitar tube amplifier modeling techniques, see
(Pakarinen and Yeh 2009). A simple distortion effect is implemented in the
virtual mobile air guitar, discussed in Section 6.

Exciter and enhancer algorithms aim to add artificial brightness or clarity to the
sound signal. Instead of simply boosting the high-frequency-content, these
effects apply a mild nonlinear distortion, possibly combined with equalization

14 http://en.wikipedia.org/wiki/Loudness_war
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and phase-shifting. For a more thorough discussion on exciters and enhancers,
see (Zolzer, 2002).

Integrating 3D audio reproduction is an important factor for creating convincing
interactive environments. Our spatial auditory perception contributes to the
localization of objects in direction and distance, the discrimination between
concurrent audio signals and self-representation in the environment. In the
context of interactive applications, the introduction of auditory cues associated
to the different components of a virtual scene together with auditory feedback
associated to the user interaction enhances the sense of immersion and presence
(Hendrix, 1996; Larsson et al., 2002).

One of the primary goals of spatial audio rendering is to reconstruct to the ears
of the listeners the desired sensation of incoming direction of the source signal
(azimuth and elevation). Among the different 3D audio formats studied in audio
research, binaural techniques are best suited for headphone reproduction and
thus for mobile phones. They produce a two-channel output from a monophonic
signal by applying a pair of filters, known as Head Related Transfer Functions
(HRTFs) and resulting from direction-dependent scattering of incoming waves
due to the ear/head/torso (Wightman & Kistler, 2005). They are generally
obtained through direct measurement on human heads and convey all the
perceptual cues involved in directional localisation: interaural time delay (ITD)
and interaural level differences (ILD) both determinant for sound localisation in
the horizontal plane, and spectral cues which are determinant for localizing in
the vertical plane.

However, binaural rendering requires high computer resources, i.e. typically 1.5
MIPS per source with a sampling rate of 16kHz (Huopaniemi etal. 1996, Jot et al.
1998). An interesting feature of binaural techniques is that they can easily afford
audio format compatibility through the paradigm of virtual loudspeakers, i.e.
where each signal of a given multichannel format is rendered using the HRTF
filters corresponding to the direction of the loudspeaker on which it should be
fed (e.g. 5.1 setup).

Sound rendering of spatial sound scenes mainly involves the simulation of
Doppler effect associated to fast moving sources, the directivity of sound objects,
the occlusion/obstruction effects linked to partition walls and the reverberation
which will be determinant for monitoring the auditory perceptual distance of
sound events and the identification of the environment (size and materials of the
room).

Doppler effect implies the implementation of pitch shifting, while directivity and
occlusion/obstruction can be easily rendered through gain attenuation and/or
first order low-pass filters. A common approach for providing reverberation in a
real-time, is based on parametric models (Gardner, 1997, Blesser 2001).
Although they cannot provide a simulation of real acoustic environments as
accurate as physical modeling (Min 2000, Tsingos et al. 2001, Lokki et al. 2001),
they can efficiently model the main statistical properties of late reverberation in
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enclosures in both the frequency and time domains (i.e. density of acoustic
modes and reflections). Feedback delay networks (FDNs) or waveguide
networks are the most commonly used implementations (Stautner and Puckette
1982, Jot et al. 1991, Rochesso and Smith 1997). In FDN, inputs and outputs of a
small number of delay units (typically 4 to 16) are connected together through a
feedback matrix. The modal and echo densities of the reverberation are
controlled by adjusting the delay lengths, while the exponential decay
characteristics (reverberation time vs. frequency) are controlled by associating a
frequency-dependent attenuation to each delay unit. It is possible to propose a
series of presets mimicking the characteristics of typical enclosures of various
sizes (e.g. bathroom, lecture hall, concert halls, churches, etc.). FDN also allow for
special audio effects such as intinite reverberation time (Jot, 1999).

Typical situations encountered in interactive mobile phone applications (e.g.
games, spatialised chat) require the processing of a large number of sources,
which may rapidly become over the capabilities of common audio dedicated
hardware. Several contributions, building on auditory perceptual properties
have been proposed to make audio signal processing pipelines more efficient
(Fouad et al., 1997). The general approach consists in structuring the sound
scene by sorting and selecting the sound components according to their relative
importance, discarding sound sources that will be masked. Further optimization
can be obtained by clustering and pre-mixing neighbouring sources before
sending them to the spatial processing (Tsingos et al. 2004). Several approaches
have also been proposed to directly process coded audio signals yielding faster
implementations than a full decode-process recode cycle (Touimi et al. 2004).

5. Design of gestural control

The use of mobile devices as powerful gestural interfaces for music is still in its
infancy. Nevertheless, one can expect a rapid increase of music applications
where mobile devices act as musical tangible interfaces. Also, research and
experimental artistic activities have produced pioneering works on the use of
mobile devices as musical interfaces.

Commercial musical applications on mobile devices have been limited to
straightforward cases of touch input using either keypad or touchpad. Among
research works on that area, Geiger (2006) proposed a complete set of touch
screen control for a virtual guitar, drums, or the Theremin.

The recognition of gesture considered as motion of the mobile itself, using
embedded accelerometers, is rapidly emerging. Simple movements such as
shaking are already available commercially for advancing or randomly selecting
song/sound (e.g. Sony Ericsson W910i). More advanced research was reported
on gesture recognition using Bayesian Network (Choi et al. 2005, Cho et al.
2006), Hidden Markov Models (HMM) or Finite State Machines (FSM)
implemented on mobile devices (Mantyjarvi et al. 2004, Pylvandinen 2005).
Generally, these systems can recognize letters and other abstract shapes drawn
in space with the mobile. Strachan (2007) developed similar recognition schema
for a gesture controlled MP3 player. In particular, Strachan used a statistical

14



model to recognize shapes of basic handling of mobile devices from
accelerometer data (Strachan 2007). He derived dynamic movement primitives
to process the data and operates filtering and developed a physical modeling
scheme to facilitate the control of continuous parameters such as the volume.
The interaction, for example, is modeled following a paradigm of a “ball in bow]”.
Essl et al. also developed a basic gesture recognition system to differentiate
gestures such as striking, shaking, and sweeping, using both accelerometers and
magnetometers, and used the recognition results to control various sounds (Essl
and Rohs 2007).

Generally, these music applications do not support full expressive control of
sound, but can rather be considered as a “gestural remote control”. Interestingly,
these works demonstrate that fairly complex gesture recognition schema can
nowadays be implemented on mobile devices. Thus, we foresee that such
approaches will certainly grow in the near future since such paradigms have
already be proven to be efficient for music control running on a standard
computer system (Bevilacqua et al. 2007).

Considering mobile devices as complete musical instruments, expressive control
has been experimented in the context of “Mobile Phone Orchestra” (Wang et al.
2008). Simple mapping from gesture to sound have been applied in this case:
both triggering of sound events and continuous control from accelerometer data
were used to control various synthesis engines in mobile devices.

As described previously, most mobile applications have been taking advantage of
embedded accelerometers. However, others sensors can also be effectively used
as discussed in (Essl and Rohs 2007). In the CaMus system (Rohs et. al.,, 2006)
the camera was used to track the distance and orientation of the phone from a
sheet of paper to allow control of synthesis parameters on a laptop. CaMus2
(Rohs and Essl, 2007) extended this to allow multiple mobile phones to
communicate with each other and with a PC via an ad hoc Bluetooth network.
Using the mobile camera viewing a paper with a printed structure, they were
able to compute the spatial position and orientation of the phone, which was
then used to control a commercial sequencing software.

On an experimental level, as reviewed in (Gaye et al. 2006), note that a
community has emerged on mobile music technology, generally with a focus on
collaborative systems and social issues. In several cases, the use of GPS
information is used to map geographical information to sound/music selection.
Nevertheless, several of these works also uses sensors’ input on mobile devices
or small computer systems. For example SonicCity (Gaye 2003) utilized several
sensors (e.g. light, microphone, accelerometers, IR proximity sensor) with a
wearable computer to create a sonic environment that responds to the urban
environment. For example, basic motion such as start, stop and the starting user
pace are calculated from the accelerometers and determines the tempo of
generated music. Note that the measurement of the walking or running pace for
the selection of a matching song in a playlist were also reported in (Elliott and
Tomlinson 2006, http://synchstep.com/) and (Biehl et al. 2006).
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6. Use case: virtual air guitar on a mobile phone

As an example of all the topics discussed in this report we designed a virtual air
guitar for a mobile phone. This implementation is loosely based on previously
introduced virtual air guitars (Karjalainen et al. 2006; Pakarinen et al. 2008). The
synthetic instrument is played by moving the mobile phone rhythmically. Each
time a fast gesture is detected the song moves forward to the next note. Hence,
the player controls the tempo of the song. The block diagram of the application is
shown in Figure 4. It consists of a gesture recognition block, gesture mapping, a
sound synthesizer, and a distortion model.

The gesture recognition is based on the analysis of the 3D accelerometer data. In
practice, the acceleration of the three axes are squared and summed and a
threshold is set for onset detection. In the case of a strong change in the
acceleration the next note in the song is played. This simple gesture mapping
provides practical and natural control for the player. The sound is produced with
a synthesizer with a table of 2048 fixed-point sinusoid values. The perfect fifth
chord is generated with the sinusoidal synthesizer, and the output is heavily
distorted with a nonlinear distortion model (Doidic et al. 1998). Although the
output from the synthesizer has (ideally) only two frequency components, the
saturating nonlinear distortion effect creates sum and difference components
that at the end produce a sound that resembles a distorted electric guitar.
Aliasing, physical-modeling, vibrato, and other issues have been discarded in this
version. Naturally, complexity can be added to all the stages of the application.
However, this interactive virtual instrument functions as a design example of a
mobile application were only the rudimentary components are implemented
while still maintaining all the desired functionality and design goals.

Acceleration
data

Gesture Gesture Sound Distortion
recognition mapping synthesizer effect

Figure 4: Block diagram of the mobile virtual air guitar.

7. Conclusions

This report reviewed sound synthesis and effects processing techniques suitable
for mobile devices, and discussed the related state-of-the-art applications.
Gestural control issues of the related mobile applications were addressed, and a
mobile virtual air guitar was introduced as a use case.
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